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Uncertainty and Information
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Information is processed data whereas knowledge is information that is 
modeled to be useful.

You need information to be able to get knowledge



Created by Bruce Campbell: “DIKA – ancient Chinese saying for get up and 

DO! Data-Information-Knowledge-Action.”



Uncertainty and Information

Which day is more uncertain?

How do we quantify uncertainty?

High entropy correlates to high information or the more 
uncertain







Information

𝐼 𝑋 = log(
1

𝑝(𝑥)
)

Let X be a random variable with distribution p(x)





Which one has a higher probability: T or H?

Which one should carry more information: T or H?







Information Theory
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• Information theory is a mathematical 
framework which addresses questions like:
‣ How much information does a random variable carry 

about?

‣ How efficient is a hypothetical code, given the 
statistics of the random variable?

‣ How much better or worse would another code do?

‣ Is the information carried by different random 
variables complementary or redundant?
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Entropy
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Entropy
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Entropy Computation: An Example
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5



Properties of Entropy
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Joint Entropy
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huMidity

Temperature

𝐻 𝑇,𝑀 = 𝐻 𝑇 𝑀 +𝐻 𝑀 = 𝐻 𝑀 𝑇 + 𝐻(𝑇)



Conditional Entropy
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ⓜcap H of cap Y  , cap X close paren 

𝐻 𝑌 𝑋 = 

𝑥∈𝑋

𝑝 𝑥 𝐻 𝑌 𝑋 = 𝑥 = 

𝑥∈𝑋,𝑦∈𝑌

𝑝 𝑥, 𝑦 𝑙𝑜𝑔
𝑝(𝑥)

𝑝(𝑥, 𝑦)

https://en.wikipedia.org/wiki/Conditional_entropy


Conditional Entropy
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Conditional Entropy
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𝐻 𝑌 𝑋 = 

𝑥∈𝑋

𝑝 𝑥𝑖 𝐻 𝑌 𝑋 = 𝑥𝑖 = 

𝑥∈𝑋,𝑦∈𝑌

𝑝 𝑥𝑖 , 𝑦𝑖 𝑙𝑜𝑔
𝑝 𝑥𝑖

𝑝 𝑥𝑖 , 𝑦𝑖

Discrete random variables:

Mixed setting: Continuous (over x) and discrete (over y):

𝐻 𝑌 𝑋 = −න 

𝑘=1

𝐾

𝑝 𝑦 = 𝑘|𝑥𝑖 log2 𝑦 = 𝑘 𝑥𝑖 p xi dxi



Mutual Information
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𝐼 𝑌 𝑋



Properties of Mutual Information
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𝐼 𝑋, 𝑌 = 𝐻 𝑋 − 𝐻 𝑋 𝑌

https://en.wikipedia.org/wiki/Mutual_information#Relation_to_conditional_and_joint_entropy


CE and MI: Visual Illustration

29Image Credit: Christopher Olah.
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Let’s work on this subject in our Optimization lecture



Cross Entropy
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Cross Entropy: The expected number of bits when a wrong 
distribution Q is assumed while the data actually follows a 
distribution P

This is because:

= 𝐻 𝑃 + 𝐾𝐿 𝑃 𝑄



Kullback-Leibler Divergence
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When 𝑃 = 𝑄, 𝐾𝐿[𝑃||𝑄] = 0

KL Divergence is 
a KIND OF

distance 
measurement

log function is 
concave or 
convex?

By Jensen Inequality

= 𝐻(𝑃, 𝑄) − 𝐻(𝑃)

https://www.probabilitycourse.com/chapter6/6_2_5_jensen's_inequality.php


Take-Home Messages
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• Entropy
‣ A measure for uncertainty

‣ Why it is defined in this way (optimal coding)

‣ Its properties 

• Joint Entropy, Conditional Entropy, Mutual Information
‣ The physical intuitions behind their definitions

‣ The relationships between them

• Cross Entropy, KL Divergence
‣ The physical intuitions behind them

‣ The relationships between entropy, cross-entropy, and KL divergence
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