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Outline

Motivation 

Entropy

Conditional Entropy and Mutual Information

Cross-Entropy and KL-Divergence
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Let’s work on this subject in our Optimization lecture



Cross Entropy
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Cross Entropy: The expected number of bits when a wrong 
distribution Q is assumed while the data actually follows a 
distribution P

This is because:

= 𝐻 𝑃 + 𝐾𝐿 𝑃 𝑄







Labeling target values 
Label encoding (ordinal) and One-hot encoding



Why Cross entropy and not simply use dot product?



Kullback-Leibler Divergence
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When 𝑃 = 𝑄, 𝐾𝐿[𝑃||𝑄] = 0

KL Divergence is 
a KIND OF

distance 
measurement

log function is 
concave or 
convex?

By Jensen Inequality

= 𝐻(𝑃, 𝑄) − 𝐻(𝑃)

https://www.probabilitycourse.com/chapter6/6_2_5_jensen's_inequality.php
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