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Outline

• Overview 

• Bottom-Up vs Top-Down Clustering

• Measuring Distance between Clusters
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Hierarchical Clustering vs Partitional Clustering

Agglomerative Divisive K-Means

C1 C2

Similar Similar

Dissimilar

Tree structure (parent-child relationship)



Hierarchical Clustering

• How to organize a set of CS papers into a hierarchy?
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Hierarchical Clustering

• Organize objects into a tree-based hierarchical taxonomy 

(dendrogram)

• Many applications in the real world

Web pages

News articles

Scientific papers
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DNA sequencing and hierarchical clustering to find the phylogenetic tree of animal evolution

Brown bear Polar bear Black bear Spectacled
bear

Giant panda Raccoon Red panda

Using Hierarchical clustering, the researchers were able to place the giant pandas closer to bears



Hierarchical Clustering

• Organizing data at multiple granularities

• Cutting the dendrogram at a desired level leads to a sub-

cluster: each connected component forms a cluster
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Outline

• Overview 

• Bottom-Up vs Top-Down Clustering

• Measuring Distance between Clusters
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Two Paradigms for Hierarchical Clustering

• Bottom-up Agglomerative Clustering

Start by considering each object as a separate cluster

Repeatedly join the closest pair of clusters

Stop when there is only one cluster left

• Top-Down Divisive Clustering

Start by considering all objects as one large cluster

Recursively divide each cluster into two sub-clusters

Stop when each cluster contains only one object
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Bottom-Up v.s. Top-Down
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Bottom-Up Agglomerative Clustering
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Bottom-Up Agglomerative Clustering
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Bottom-Up Agglomerative Clustering
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Bottom-Up Agglomerative Clustering
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Bottom-Up Agglomerative Clustering
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Outline

• Overview 

• Bottom-Up vs Top-Down Clustering

• Measuring Distance between Clusters
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Key Question: Similarity Function
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How to define “similarity” between 

two clusters?



I am going to merge A with either B or C. Which one?
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A

B

C

d(A,B) < d(A,C), so?

Single Link



I am going to merge A with either B or C. Which one?
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A

B

C

d(A,C) < d(A,B), so?

Complete Link



• Single link: A chain of points can be extended for long distances without 

regard to the overall shape of the emerging cluster. This effect is 

called chaining. It is also sensitive to outliers. It is faster in general.

• Complete link: Clusters are split into two groups of roughly equal size 

when we cut the dendrogram at the last merge. In general, this is a 

more useful organization of the data than a clustering with chains. It 

avoids chaining and more robust to outliers. Generally slower.

• Average link: When you don’t know which one may be better for you, 

start it with the average link method.



How to Define Distance Between Two Clusters?
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Distance Between Clusters
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Different distance functions can lead to 

different results!



i X1 X2

A 1 1

B 1 0

C 0 2

D 2 4

E 3 5

A B C D E

A 0 1 1.4 3.2 4.5

B 1 0 2.2 4.1 5.4

C 1.4 2.2 0 2.8 4.2

D 3.2 4.1 2.8 0 1.4

E 4.5 5.4 4.2 1.4 0
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Distance based on Average point (Bottom-Up Clustering)
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Distance based on average point (Bottom-Up Clustering)
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Distance based on average point (Bottom-Up Clustering)
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Distance based on average point (Bottom-Up Clustering)
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i X1 X2

A 1 1

B 1 0

C 0 2

D 1.5 3.5

E 3 5
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Distance based on Single Link (Bottom-Up Clustering)
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Distance based on Single Link (Bottom-Up Clustering)
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Distance based on Single Link (Bottom-Up Clustering)
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Distance based on Single Link (Bottom-Up Clustering)
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Distance based on Complete Link (Bottom-Up Clustering)
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Distance based on Complete Link (Bottom-Up Clustering)
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Distance based on Single Link (Bottom-Up Clustering)
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Distance based on Complete Link (Bottom-Up Clustering)
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Another Example

Single Link clustering (Closest pair) Complete Link clustering (Farthest pair)

1 2

3 4

5 6

7 8

1 2

3 4

5 6

7 8



45Slide credit: David Sontag.
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Clustering Evaluation

• Internal measures for clustering evaluation

Elbow method

Silhouette Coefficient

Graph-based measures (Beta-CV and Normalized cut)
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We want intra-cluster datapoints to be as close as possible to 

each other and inter-clusters to be as far as possible from each 

other



The Beta-CV Measure

• Let W be the pair-wise distance matrix for all the given points. 

For any two point sets S and R, we define:

50
cohesion separation

The distance of 

each point is 

measured two 

times



The Beta-CV Measure

51Image credit: Adriana Kovashka

The number of distinct intracluster and intercluster edges is given as:



Normalized Cut
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Intra-cluster distance Inter-cluster distance
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